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Abstract  

Recent day’s web grows at fast rate. There 

has been increased interest in techniques that 

help efficiently discover wide-web 

interfaces. Nevertheless, attain high 

coverage and high efficiency is a 

challenging issue due to high volume of web 

resources also active nature of web 

resources. Here we implement a new 

concept of two-stage framework, namely 

Smart Crawler for providing efficient 

gathering.  In the first stage, Smart Crawler 

process site-based searching for center pages 

with the help of search engines, avoiding 

visiting a large number of pages. Smart 

Crawler ranks websites to achieve more 

accurate results.  In the second stage, Smart 

Crawler achieves fast in-site searching by 

excavating most relevant links with an 

adaptive link-ranking. To eliminate bias on 

visiting some highly relevant links in hidden 

web directories, we design a link tree data 

structure to achieve wider coverage for a 

Website.  Finally the crawler framework has 

produced results as quickness and accuracy 

of the work, which efficiently saves deep 

web interfaces from large-scale sites and 

achieves higher gathering rates than other 

crawlers. 

I. Introduction  

Now a days every user who uses Internet 

want to search for anything, like Educational 

colleges, about Information Technology, 

books, news etc., using Search Engines.  

This is a needed for everyone. This project 

―Vertical Search with WebCrawler‖ 

searches required result using vertical 

searching techniques. In the search engine 

project the Web crawler will start with some 

seeds and will select the pages using some 

filters and policies. For example: if we are to 

create a blog search engine, the crawler will 

be programmed to download blog related 

pages only. The crawler can be developed 
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using java program. The program will 

download and index the pages in a database 

for faster searching. The search in can be 

developed using web/networking concepts 

of java. The search engine will accept the 

search keywords and will search the web 

pages for the keywords using some search 

algorithms. It can search corresponding 

pages of the given keywords using vertical 

search technique i.e. if we search a keyword 

―rose‖ then it will search only in flowers 

category. A User Access the internet and 

gets the information through different Web 

sites. The approach to find information from 

websites is a difficult task. To ease for 

searching information over the websites by 

giving search keywords requires software. 

The search engine software ensures the end 

user to get the information by accessing the 

websites specified in the database. To 

develop this ’Smart Search’, we are using 

following Concepts are,  

 WebCrawler 

 Vertical Search 

 String Search 

II. Objective of the Project  

The main objective of the project is to find 

the web resources with high efficiency and 

fast manner using smart crawler.  

III. Related Work 

The existing system is a manual or semi-

automated system, achieving wide coverage 

and high efficiency is a challenging issue 

due to high volume of web resources also 

dynamic nature of web resources. 

3.1 Drawback  

1. Consuming large amount of data’s. 

2. Time wasting while crawl in the web. 

IV. Proposed Work 

We propose a two-stage framework, namely 

Smart Crawler, for efficient harvesting deep 

web interfaces. In the first stage, Smart 

Crawler performs site-based searching for 

center pages with the help of search engines, 

avoiding visiting a large number of pages. 

To achieve more accurate results for a 

focused crawl, Smart Crawler ranks 

websites to prioritize highly relevant ones 

for a given topic. In the second stage, Smart 

Crawler achieves fast in-site searching by 

excavating most relevant links with an 

adaptive link-ranking. To eliminate bias on 

visiting some highly relevant links in hidden 

web directories, we design a link tree data 

structure to achieve wider coverage for a 

website. Our experimental results on a set of 
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representative domains show the agility and 

accuracy of our proposed crawler 

framework, which efficiently retrieves deep-

web interfaces from large-scale sites and 

achieves higher harvest rates than other 

crawlers. Propose an effective harvesting 

framework for deep-web interfaces, namely 

Smart-Crawler. We have shown that our 

approach achieves both wide coverage for 

deep web interfaces and maintains highly 

efficient crawling. Smart Crawler is focused 

crawler consisting of two stages: efficient 

site locating and balanced in-site exploring. 

Smart Crawler performs site-based locating 

by reversely searching the known deep web 

sites for center pages, which can effectively 

find many data sources for sparse domains. 

By ranking collected sites and by focusing 

the crawling on a topic, Smart Crawler 

achieves more accurate results 

4.1 Benefits 

 Rules can be generated that are easy 

to interpret and understand.  

 They scale well for large databases 

because the tree size is independent 

they are easy to use and are efficient. 

Of database size.  

 Each tuple in the database must be 

filtered through the tree. 

 Trees can be constructed for data 

with many attributes. 

 

v. Literature Review  

1. Host-IP Clustering Technique for 

Deep Web Characterization, 

Shestakov, D. 

A huge portion of today's Web consists of 

web pages filled with information from 

myriads of online databases. This part of the 

Web, known as the deep Web, is to date 

relatively unexplored and even major 

characteristics such as number of searchable 

databases on the Web is somewhat 

disputable. In this paper, we are aimed at 

more accurate estimation of main 

parameters of the deep Web by sampling 

one national web domain. We propose the 

Host-IP clustering sampling technique that 

addresses drawbacks of existing approaches 

to characterize the deep Web and report our 

findings based on the survey of Russian 

Web conducted in September 2006. 

Obtained estimates together with a proposed 

sampling method could be useful for further 

studies to handle data in the deep Web. 
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2. On Building a Search Interface 

Discovery System, Denis Shestakov 

A huge portion of the Web known as the 

deep Web is accessible via search interfaces 

to myriads of databases on the Web. While 

relatively good approaches for querying the 

contents of web databases have been 

recently proposed, one cannot fully utilize 

them having most search interfaces un 

located. Thus, the automatic recognition of 

search interfaces to online databases is 

crucial for any application accessing the 

deep Web. This paper describes the 

architecture of the I-Crawler, a system for 

finding and classifying search interfaces. 

The I-Crawler is intentionally designed to be 

used in the deep web characterization 

surveys and for constructing directories of 

deep web resources. 

3. Crawling for domain-specific 

hidden Web resources, Author(s) 

Bergholz, A. 

The Hidden Web, the part of the Web that 

remains unavailable for standard crawlers, 

has become an important research topic 

during recent years. Its size is estimated to 

400 to 500 times larger than that of the 

publicly indexable Web (PIW). 

Furthermore, the information on the hidden 

Web is assumed to be more structured, 

because it is usually stored in databases. In 

this paper, we describe a crawler which 

starting from the PIW finds entry points into 

the hidden Web. The crawler is domain-

specific and is initialized with pre-classified 

documents and relevant keywords. We 

describe our approach to the automatic 

identification of Hidden Web resources 

among encountered HTML forms. We 

conduct a series of experiments using the 

top-level categories in the Google directory 

and report our analysis of the discovered 

Hidden Web resources. 

4. Toward Large Scale Integration: 

Building a MetaQuerier over 

Databases on the Web, Kevin 

Chen-Chuan Chang 

The Web has been rapidly ―deepened‖ by 

myriad searchable databases online, where 

data are hidden behind query interfaces. 

Toward large scale integration over this 

―deep Web,‖ we have been building the 

Meta Queried system– for both exploring (to 

find) and integrating (to query) databases on 

the Web. As an interim report, first, this 

paper proposes our goal of the Meta Queried 

for Web-scale integration– With its dynamic 

and ad-hoc nature, such large scale 
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integration mandates both dynamic source 

discovery and on-thefly query translation. 

Second, we present the system architecture 

and underlying technology of key 

subsystems in our ongoing implementation. 

Third, we discuss ―lessons‖ learned to date, 

focusing on our efforts in system 

integration, for putting individual 

subsystems to function together. On one 

hand, we observe that, across subsystems, 

the system integration of an integration 

system is itself non-trivial– which presents 

both challenges and opportunities beyond 

subsystems in isolation. On the other hand, 

we also observe that, across subsystems, 

there emerge unified insights of ―holistic 

integration‖– which leverage large scale 

itself as a unique opportunity for in- 

formation integration. 

5. An Adaptive Crawler for Locating 

Hidden-Web Entry Points, 

Luciano Barbosa 

 

In this paper we describe new adaptive 

crawling strategies to efficiently locate the 

entry points to hidden-Web sources. The 

fact that hidden-Web sources are very 

sparsely distributed makes the problem of 

locating them especially challenging. We 

deal with this problem by using the contents 

of pages to focus the crawl on a topic; by 

prioritizing promising links within the topic; 

and by also following links that may not 

lead to immediate benefit. We propose a 

new framework whereby crawlers 

automatically learn patterns of promising 

links and adapt their focus as the crawl 

progresses, thus greatly reducing the amount 

of required manual setup and tuning. Our 

experiments over real Web pages in a 

representative set of domains indicate that 

online learning leads to significant gains in 

harvest rates—the adaptive crawlers retrieve 

up to three times as many forms as crawlers 

that use a fixed focus strategy. 

VI. Module Description  

After careful analysis the system has been 

identified to have the following modules: 

1. two-stage crawler. 

2. Site Ranker 

3. Adaptive learning 

1 Two-stage crawler. 

It is challenging to locate the deep web 

databases, because they are not registered 
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with any search engines, are usually sparsely 

distributed, and keep constantly changing. 

To address this problem, previous work has 

proposed two types of crawlers, generic 

crawlers and focused crawlers. Generic 

crawlers fetch all searchable forms and 

cannot focus on a specific topic. Focused 

crawlers such as Form-Focused Crawler 

(FFC) and Adaptive Crawler for Hidden-

web Entries (ACHE) can automatically 

search online databases on a specific topic. 

FFC is designed with link, page, and form 

classifiers for focused crawling of web 

forms, and is extended by ACHE with 

additional components for form filtering and 

adaptive link learner. The link classifiers in 

these crawlers play a pivotal role in 

achieving higher crawling efficiency than 

the best-first crawler However, these link 

classifiers are used to predict the distance to 

the page containing searchable forms, which 

is difficult to estimate, especially for the 

delayed benefit links (links eventually lead 

to pages with forms). As a result, the crawler 

can be inefficiently led to pages without 

targeted forms.  

2. Site Ranker: 

When combined with above stop-early 

policy. We solve this problem by 

prioritizing highly relevant links with link 

ranking. However, link ranking may 

introduce bias for highly relevant links in 

certain directories. Our solution is to build a 

link tree for a balanced link prioritizing. 

Figure 2 illustrates an example of a link tree 

constructed from the homepage of 

http://www.abebooks.com. Internal nodes of 

the tree represent directory paths. In this 

example, servlet directory is for dynamic 

request; books directory is for displaying 

different catalogs of books; Amdocs 

directory is for showing help information. 

Generally each directory usually represents 

one type of files on web servers and it is 

advantageous to visit links in different 

directories. For links that only differ in the 

query string part, we consider them as the 

same URL. Because links are often 

distributed unevenly in server directories, 

prioritizing links by the relevance can 

potentially bias toward some directories. For 

instance, the links under books might be 

assigned a high priority, because ―book‖ is 

an important feature word in the URL. 

Together with the fact that most links appear 

in the books directory, it is quite possible 
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that links in other directories will not be 

chosen due to low relevance score. As a 

result, the crawler may miss searchable 

forms in those directories. 

3. Adaptive learning 

Adaptive learning algorithm that performs 

online feature selection and uses these 

features to automatically construct link 

rankers. In the site locating stage, high 

relevant sites are prioritized and the 

crawling is focused on atopic using the 

contents of the root page of sites, achieving 

more accurate results. During the inside 

exploring stage, relevant links are prioritized 

for fast in-site searching. We have 

performed an extensive performance 

evaluation of Smart Crawler over real web 

data in 1representativedomains and 

compared with ACHE and site-based 

crawler. Our evaluation shows that our 

crawling framework is very effective, 

achieving substantially higher harvest rates 

than the state-of-the-art ACHE crawler. The 

results also show the effectiveness of the 

reverse searching and adaptive learning. 

VII. Two-Stage Architecture 

 

VIII. Conclusion  

In this paper, we propose an effective 

harvesting framework for deep-web 

interfaces, namely Smart Crawler. We have 

shown that our approach achieves both wide 

coverage for deep web interfaces and 

determines highly efficient crawling. Smart 

Crawler is a focused crawler consisting of 

two stages: efficient site locating and 

balanced in-site exploring. Smart Crawler 

performs site-based locating by reversely 

searching the known deep web sites for 

center pages, which can effectively find 

many data sources for sparse domains. By 

ranking collected sites and by aiming the 

crawling on a topic, Smart Crawler achieves 
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more exact results. The in-site exploiting 

stage uses adaptive link-ranking to search 

within a site; and we design a link tree for 

avoiding bias toward certain directories of a 

website for wider coverage of web 

directories.  
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